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Interview: “HPS, a New Microarchitecture” 
Patt, Yale 

 
1. What is the essence of the contribution for 
which you received the Eckert Mauchly Prize? 
 
One can never be sure what it is that makes a 
Jury of Award decide to honor one's 
achievements.  The citation says it is for my 
contributions to instruction level parallelism and 
superscalar processor design.  If I take this at 
face value, then the award was for HPS, a new 
microarchitecture for obtaining high 
performance processing of irregular 
applications, and for my branch predictor which 
enhanced the capability of HPS.  
 
That is, the HPS microarchitecture with the 
branch predictor formed a major part of the 
implementation of the microprocessor which is 
at the heart of every computer system. 
 Improving the capabilities of microprocessors 
make computer systems execute applications 
faster.  

However, there are many people's work that 
deserve strong recognition. So one must humbly 
ask why my work was singled out for extreme 
praise, rather than someone else's.  I do not 
have an easy answer for that. 
 
  2. What are the impacts of this contribution? 
 
Prior to HPS and the branch predictor, many of 
the pseudo-gurus in the computer architecture 
community were putting an artificial ceiling on 
how much performance one could obtain from a 
microprocessor.  Our work showed that we have 
a long way to go before we approach the real 
ceiling. One immediate result of our work was 
that some important applications were able to be 
carried out faster by computer systems that 
used the results of our work than that ceiling 
suggested.  The more important long-term 
value, I think, was that we showed that one 
should not be so quick to put an upper bound on 
what human ingenuity can produce. 
  

 

 

 3. What are the applications of your contribution 
that may change the everyday life? 
 
Two things.  First the obvious, that tasks can be 
performed by a computer faster, perhaps twice 
as fast.  What used to take two days takes one 
day. But far more important is the mind set that 
we helped to create: that the limit is a long way 
off.  Today, what took a day, takes less than an 
hour. This impacts many new uses for 
computers, from predicting weather earlier to 
allow ships to navigate seas better, to displaying 
medical data in a way that allows physicians to 
save lives, to someday providing computer-
controlled automobile operation that will 
eliminate auto accidents.  Hardly any part of 
human life is not touched and helped by higher 
capability computers. 
 
  5. We learned a lot from your lectures in L 
Aquila. Can you tell us,   what are the issues 
that we have to teach our kids, so they become 
creative when they finish studies? 
 
Tell them to ignore the fads, and master the 
fundamentals.  Fads come into fashion and then 
go out of fashion.  Fundamentals last forever. 
 Fifteen years ago, the programming language 
of choice was C, which gave way to C++. Today 
it seems to be Java.  Soon, perhaps C#. 
Perhaps in five years it will be D-flat.  The point 
is that the fads change.  One prepares much 
better with a solid foundation, with lots of math, 
physics, statistics.  
 
Second I would tell them that to be creative, they 
need to really understand the fundamentals, not 
simply memorize some set of equations. 
 Certainly, we need to memorize some things, 
but the fewer things the better in my view. They 
need to be able to use what they learn if they 
are to be creative, and memorizing does not 
really help accomplish that.  Students often 
complain about exams with "trick" questions, 



3 
 

when in fact the questions were not "trick" 
questions at all.  They were geared to test 
whether the student really 
understood the concept or simply memorized 
some formulas he hoped to apply. 
Deep understanding of fundamentals, is in my 
view, the key to creative research downstream. 
 
  6. What are the major things to keep in mind, 
when you form a team for a scientific 
experiment, or similar? 
 
That you pick members of the team that are 
individually strong, both in their intellect and in 
their resolve. But it is also necessary that they 
each have respect for the other team members 
and are willing to listen as well as talk. 
 
  7. What are the people to avoid, when trying to 
generate a break-through  achievement? 
 
People who are mired in yesterday, unafraid to 
take risks, afraid to fail. People who never listen, 
who totally know it all -- or at least think they do. 
People who spend a lot of time posturing. 
 
  8. What is your opinion about the impact of 
math? 
 
I already answered that in one of my answers 
above.  Incredibly important. For several 
reasons.  It obviously provides you with a set of 
tools, and that is important even though you may 
not use these tools every day.  But more 
important is the reasoning ability one develops 
from studying math. 
 
  9. When targeting a major breakthrough, how 
sensitive one has to be about the direct interests 
of tax-payers? 
 
I guess you are asking me how much one 
should consider the interests of those who are 
paying for the research in selecting what 
research problems to work on.  That should 
depend on how the funding arrived.  If it came 
with no strings attached, then the researcher is 
free to work on whatever 
he finds fascinating.  If the source of funding is 

very explicitly to do x,y,and z, then I believe the 
researcher is compelled to work on x,y,and z. 
The problem arises when the funding is not 
accompanied by explicit instructions, but rather 
implicit intentions.  In that case, one can not give 
a blanket answer.  Each situation needs to be 
dealt with on its own.  I do believe the 
researcher does share the responsibility of 
determining how unconstrained the donor's 
intentions are. 
 
  10. What is the major driving force that 
motivates a person like you to continue to create 
and generate results after he-she receives such 
a big prize? 
 
I guess I do not spend a lot of time looking in the 
mirror being pleased with myself, and that frees 
up time to do other things.  
 
Seriously, there is a thrill that one gets when one 
comes up with new knowledge that changes 
how the world sees things. In fact, as you 
perform the experiment or prove the theorem, 
and are traveling on seas heretofore uncharted, 
the heart pounds harder as you get closer to the 
result, and when you get there, all your senses 
reach a crescendo that is indescribable. It does 
not happen often, but when it does, wow!  It 
makes you come back for more.  
 
I should also say that research is only part of my 
life as a professor. I also get to teach.  And 
teaching is really my first love. I get to walk into 
a classroom and explain things to students, and 
I get to see their eyes light up when they 
understand.  That is number one with me.  
 
The good news is that research and teaching go 
hand in hand.  They are mutually very symbiotic. 
 I am not sure I would be any good at either if I 
could not do both. 
 

 

 



4 
 

  11. For small nations like Serbian, what is your 
advice, which road to take, when it comes to 
science? 
 
There are many ways to make a difference, 
some of them are capital intensive, others 
require very little capital investment.  I would say 
a country that is not laden with research funds to 
spend should concentrate on those topics which 
do not require huge capital investment.  In fact, I 
would go one step further.  If a small nation can 
demonstrate its creative prowess in science that 
does not require large amounts of capital, it is 
more likely to attract partnerships with nations 
that have more capital than creative talent. 

12. What road to take, when it comes to 
its general future development plans? 
 
That depends on where that country wants to be 
in 20 years, and I would be very presumptuous 
to tell anyone where they should be in 20 years. 
I do think that an educated work force would be 
helpful regardless of a nation's goals.  So, I 
would certainly argue for that.  But beyond 
that, I think I will pass. 

 



Future Microprocessors: What Must We do 
Differently if We Are to Effectively Utilize

Multi-core and Many-core Chips?
                                                                  
                                                               Patt, N., Yale

✦

Abstract—The microprocessor f rst surfaced in 1971 with 2300 transis-
tors. Today, some microprocessors have more than a billion transistors
on a single chip, and Moore’s Law predicts 50 billion transistors in a very
few years. Yet this continuing exponential growth in on-chip resources
has not resulted in a corresponding improvement in performance. I
believe we need to do things differently if we are to take advantage of
what process technology has provided. This paper looks at multi-core
chips, describes how we got to where we are, exposes some of the
myths being promulgated, and explores some of the ways we might do
things differently if we are to exploit these increased resources.

1 INTRODUCTION

The microprocessor first surfaced in 1971 with 2300
transistors. Today, some microprocessors have more than
a billion transistors on a single silicon die, and Moore’s
Law predicts 50 billion transistors in a very few years.
This continuing exponential growth has unsurprisingly
already resulted in the multi-core chip consisting of two,
four, or eight cores (processors) on a single chip, and we
will soon see the many-core chip consisting of 64 and
more cores. Conventional wisdom predicts thousands of
cores on a single die in less than a decade. Yet, we have
not seen corresponding improvement in performance.
The pseudo-gurus blame it on the ”energy wall,”
claiming that the sum of the energies dissipated by all
the cores at even current frequencies is too high and
unsustainable. I agree that if we continue to do things
as we have, that is true. But I also believe that if we
make some fundamental changes to what we provide in
the hardware and what we expect of the software, and
what we expect of the programmer, we can continue to
improve performance at our previous high rate.
First we need to understand how we got to where
we are. Why are the most recent offerings from chip
manufacturers multi-core and not single core chips? It
is also worth exploring some of the multi-core nonsense

• Y. Patt is Professor of Electrical and Computer Engineering, Professor
of Computer Sciences, and the Ernest Cockrell, Jr. Centennial Chair in
Engineering at The University of Texas at Austin, Austin, TX 78712-
0240.
E-mail: patt@ece.utexas.edu

being advanced. We also need to understand the real
benefits and costs of abstraction, and not simply accept
abstraction as a fundamental good. Finally, we need
to ask whether parallel programming is possible, or
whether we should throw up our hands and give up.

2 WHY MULTI-CORE HAPPENED

The first microprocessor showed up in 1971 as the Intel
4004, consisting of 2300 transistors, running at a clock
frequency of 106 KHz. Process technology continued to
improve in two dimensions: our understanding of the
process of growing transistors which resulted in larger
and larger fault-free dies, and our understanding of
photolithography allowing smaller and smaller geome-
tries which resulted in smaller and smaller transistors.
Smaller geometries meant higher frequencies. Smaller
geometries and larger dies meant more transistors on
each die. Gordon Moore initially predicted the number
of transistors on each chip would double every year.
Ten years later, he revised his prediction to doubling
every two years. No matter, the exponential growth in
transistor count per die was in place, and has remained
true for the past 40 years. Pat Gelsinger, a high-level VP
at Intel says the pace will continue to geometries of 10
nanometers – Moore’s Law is alive and well!
Initially, this growth in transistor count went to im-
proving the performance of the single-processor core.
Motorola introduced a 256 byte Instruction cache on
their MC 68020 in the early 1980s. Pipelining enabled
intra-instruction concurrency, which quickly resulted in
separate on-chip first level instruction and data caches.
It also demonstrated the need for branch prediction,
which in turn showed the value of speculative execution.
Functional units became more substantial, with the x86
floating point unit being installed on the processor chip
in the Intel 486. As the number of transistors on a chip
grew to tens of millions, we saw more and more so-
phisticated branch predictors, a larger and larger second
level cache, more and more on-chip functional units, the
arrival of the multi-media instruction set, trace caches,
and simultaneous multithreading.
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However, as the turn of the century saw the number of
transistors on a chip pass into the hundreds of millions, it
just got too hard to design more and more improvement
into that uniprocessor core. Some engineers tried and
failed. A much easier solution – put the extra transistors
into the second level (L2) cache. This resulted in the
next round of microprocessors having larger and larger
L2 caches until the size of the L2 cache dwarfed the
processor it was supporting. The first Pentium M chip
had 77 million transistors, 50 million of which was
allocated to the L2 cache. The next Pentium M chip had
140 million transistors, with 117 million allocated to the
L2 cache. Bigger L2 caches provide some benefit, but is
it enough to justify the use of these enormous resources?
The next step was the obvious and easiest next step:
use the transistors to replicate the core. A larger, more
effective branch predictor or trace cache would take a lot
of thought. Replicating the core takes comparatively little
thought. So, Intel came out with Core2Duo, Core2Quad,
AMD produced the four core Barcelona, IBM gave us P4,
P5, P6, and will soon give us P7.
My reason for describing multi-core as such is not to
take a cheap shot at processor designers. On the contrary,
doing anything other than what they have done would
have been very, very hard. And, it is not clear that the
corporate world would have allowed them to do it. But,
because we have today multi-cores of their current type
is no reason we should accept them as the correct multi-
cores. I would rather we adopt the position that we can
do better. In section 4, I will suggest how.

3 MULTI-CORE BEGETS MULTI-NONSENSE

I think the biggest problem with multi-core is that,
given its existence, too many people have come up
with nonsensical pronouncements justifying its existence
instead of critically looking at current multi-core chips,
and asking how we can do better.

3.1 ILP is dead

The first justification for multi-core is that the benefits
of single-core performance have been exhausted. As
evidence, one is usually shown performance figures for
single core performance as a function of the number
of transistors on the chip. We double the number of
transistors; performance goes up by 5%. ”Hardly worth
it,” the naysayers claim. A closer look, as stated in
Section 2, provides the insight that those extra transistors
did not go into the core, they went into the L2 cache. So,
we use the doubled transistor count to increase the size
of the L2 cache and then blame the processor for not
doing any better. Perhaps we have the wrong culprit.
Studies have shown that better branch predictors get
much better performance. Microarchitecture research has
come a long way from the 2 bit saturating counter of 1981
which showed up on the Intel Pentium chip ten years
later to some of the sophisticated two-level predictors

like TAGE [1] that have appeared in the literature in the
past few years.
Tailored accelerators also improve performance. Even
the anemic AMD 29000 had a Find First instruction in
the mid-1980s that used a simple priority encoder as an
accelerator to speed up the Find First operation from a
code fragment taking tens of instruction cycles to a single
cycle instruction.
I submit that ILP is far from dead if one wants to
seriously address what can be accomplished with a
sophisticated single core.

3.2 Make the cores simple

Pseudo-gurus are touting multi-cores with thousands of
identical simple cores. The mantra seems to be: the more
cores the better, and the way to get more is to keep them
simple. We actually played that tune in the 1980s where
designers attempted to design many, very simple cores
into a single chip. The transistor count was much smaller
then – barely a million, so the simple cores were really
simple. But the mentality remains.
I would argue for two things: accelerators and an
asymmetric chip with many simple cores and a very
few (perhaps only one) heavy-weight cores. I call such a
chip an Asymmetric Chip MultiProcessor (ACMP). The
many simple cores are for the embarrassingly parallel
parts of parallel algorithms. The heavyweight core is
for the serial bottleneck first identified by Gene Am-
dahl (Amdahl’s Law), and for executing code in critical
sections where executing fast and thereby leaving the
critical section more quickly provides great performance
benefit [2], [3].
As to accelerators, there is no limit to what we can
provide on the chip for handling important functions, if
we have the ability to power off those accelerators when
not in use. Transistor count is freely available. Transistors
that are allowed to sit by idly draining leakage current
are not freely available. The bottom line: we identify, like
the AMD engineers did 20 years ago with Find First, a
set of accelerators that are really useful when they are
needed, and we design them into the chip. When not
needed, they sit there powered off, doing no harm. When
needed, they provide great benefit.
Even the classical processing elements can be made
to perform greater benefit if we invest more of the
transistor budget in making them more sophisticated.
Subordinate simultaneous multithreading [4] provides
an opportunity for improving the performance of on-
chip resources, Runahead execution [5] provides a mech-
anism for concurrently satisfying off-chip memory ac-
cesses, DIP [6] provides a better cache replacement pol-
icy.
The point is that if we assign the transistor budget
to improving the performance of a heavyweight core,
rather than adopting the mantra that more simple cores
are better, there are lots of places where engineering
ingenuity may prevail.
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3.3 Make the interface high

Another mantra we hear constantly now that we are in
the era of multi-core is that the interface to the software
needs to be high. Otherwise, most programmers will
be overwhelmed. It is not my place to indict most pro-
grammers. However, there are programmers – perhaps
5 to 10 percent of them, who can take advantage of the
underlying hardware. For them, not providing a low
level interface denies them the ability to practice their
craft.
The answer, I think, is quite straightforward: multi-
core demands multiple interfaces, each tuned to the
skill set of a set of programmers. Certainly we need
to provide a high level interface for those programmers
who need it. But, can’t we do that while also providing
the low level interface for those programmers who can
use it? And, while we are at it, we need that middle
layer of software to bridge the gap between what the
high level programmers require to be effective and what
the low level programmers can effectively use.

4 ABSTRACTION: A DOUBLE-EDGED SWORD

Conventional wisdom dictates that abstraction is an
absolute good. The higher the level of abstraction one
works at, the more productive one is. I would add: True
if you do not care about performance.
I have lots of examples from technology and from non-
technology (i.e., life) to demonstrate this. My favorite
example was a taxi ride I once had in the financial district
of Manhattan, in the heart of New York City. I needed
to get to JFK airport. I got into a cab, and announced,
“Take me to JFK airport.” What could be a higher level
of abstraction than that. I did not tell the driver how to
drive the automobile. At a higher level, I did not tell him
what route to take. I just gave him five words – take me
to JFK airport. In fact, I probably could have reduced my
instructions to one word: ”JFK”! The problem was that
since I did not deal with any lower level of abstraction,
the driver was free to take me along whichever route he
wished. In this instance, it was over the Triboro Bridge,
which substantially increased my fare, and almost made
me miss my plane.
A second example comes from the early VLSI design
days of the late 1970s, when designers first started de-
signing circuits while being oblivious to how transistors
actually worked. In one instance that I am very familiar
with, the result was a disaster. Then the engineers looked
at each other, noted that they really understood how
transistors worked, small-signal models and all, and
set out to redesign the chip, putting their lower level
knowledge to work. The result: a working chip.
The point is that while it is true that raising the level
of abstraction increases productivity, it puts one at the
mercy of everything below the level one is working at.
That is, everything below the level must work perfectly.
It also prevents one from taking advantage of what goes
on at the lower levels.

Raising the level of abstraction and improving perfor-
mance are fundamentally at odds with each other. To
show how this is relevant to the chip multiprocessor, I
need to introduce the transformation hierarchy.

4.1 The transformation hierarchy

The transformation hierarchy (see figure 1) is the name I
gave 25 years ago to the mechanism that converts prob-
lems stated in natural language (English, Serbian, Hindi,
Japanese, etc.) to the electronic circuits of the computer
that actually do the work of producing a solution. The
problem is first transformed from a natural language
description into an algorithm, and then to a program
in some mechanical language, then compiled to the ISA
of the particular processor, which is implemented in a
microarchitecture, built out of circuits. At each step of the
transformation hierarchy, there are choices. These choices
enable one to optimize the process to accommodate
some optimization criterion. Usually, that criterion is
microprocessor performance.

Devices

Circuits

Microarchitecture

Machine (ISA) Architecture

Language

Algorithms

Problems

Fig. 1. Levels of Transformation

Up to now, optimizations have been done mostly
within each of the layers, with artificial barriers in place
between the layers. It has not been the case (with a few
exceptions) that knowledge at one layer has been lever-
aged to impact optimization of other layers. One could
argue that such is as it should be, since this approach,
working within one’s layer of abstraction allows one to
become an expert at that layer. It also provides great
comfort since most people know very little outside their
layer.
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Ask computer science graduates if their choice of
sorting algorithm would depend on whether all the data
to be sorted can reside in memory at the same time
or whether it has to be piecemeal brought in from the
disk. Their answers more often than not would be that
it does not matter. Even a casual reading of Knuth, vol
3 identifies the differences between ”internal sorts” and
”external sorts.”

4.2 What if we break the layers?

If we break the layers, and introduce discomfort to those
who have operated within their own level of abstraction,
we open up new opportunities to improve performance.
We have already seen this with respect to the Compiler
and Microarchitecture. Predicated execution can get rid
of conditional branches if the microarchitecture supports
conditional execution. The Block-structured ISA [7] com-
piled programs into instructions having the granularity
of a basic block. With microarchitecture support for
this instruction, operations within an instruction can be
reordered, resulting in decreasing the number of bypass
networks. With explicit linkages between operations
within a basic block, register pressure can be decreased
dramatically. The net effect is increased performance.
In a larger scope, if those working at the algorithm
layer talked more to those working at the microar-
chitecture layer, accelerators could be more effectively
identified. The algorithm people know what they want,
the microarchitects know whether they can provide it.
If people working at the circuit layer talked to the mi-
croarchitects, things like the ill effects of soft errors due
to increased frequencies perhaps could be eliminated.

5 PARALLEL PROGRAMMING

Everyone says, ”Thinking in parallel is hard.” Perhaps
”thinking is hard.” Is thinking in parallel hard, or are
people told it is hard often enough that it is a self-fulling
prophesy.
I tried an experiment in the first year course ”Intro
to Computing” that I teach. I gave the class – on the
spot, with no warning, the following problem: Suppose it
takes a computer five units of time to perform a multiply.
How many units of time (approximately) to compute 10
factorial? Answer: approximately 40 units, since eight
multiplies are required. Unsurprisingly, everyone got it
correct. Then I said, suppose you have two processors
working together, how many units approximately? More
than half, with very little effort came up with 25 units,
noting that if processor A directs processor B to com-
pute 5!, processor A, after multiplying 10x9x8x7x6 can
multiply its result by 5! supplied by processor B.
My point is a simple one. Certainly, considering all
asynchronous actions that can go wrong in parallel
processing is not easy, but I wonder how much better
we can do if we introduce parallel thinking early in the
computer scientists’ education before they are convinced
that it is hard.

6 SOME FINAL OBSERVATIONS

My point in this paper has been to call attention to this
new world of microprocessors we have recently entered,
called multi-core, and ask how we are to continue to
exploit the enormous potential it can provide. First, I
argue that the existing multi-core paradigm – lots of
identical cores – is not the right answer. I submit that a
better solution would be ACMP with serious accelerators
for doing serious work.
Second, I would argue that our current approach to
provide high level interfaces where all programmers can
retain their current level of abstraction will not best
utilize the chips that we could produce. I recognize
that people’s desire to remain within the comfort zones
provided by their respective levels of abstraction and
their hesitancy to embrace parallel thinking is real and
pervasive. However, I believe this provides a tremen-
dous opportunity for education. Education is never a
short term solution, but it is a solution we need to
embrace immediately.
Finally, I believe that if we break with current trends,
the multiprocessor of the future will be a many core
processor with lots of simple cores to handle the em-
barrassingly parallel parts of parallel algorithms, but
with at least one heavyweight core to handle the serial
bottleneck called Amdahl’s Law and the execution of
critical sections. I believe that this heavyweight core
will continue to acquire structures needed to continue
to improve the performance of single instruction stream
programs. I think the chip will have accelerators iden-
tified by algorithms people, and support for structures
identified by compiler people. I believe the chip will
provide multiple interfaces for multiple types of pro-
grammers. But I believe none of this can happen unless
we break with the past and at least some of us do things
differently.
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Abstract—Research efforts in the area of Wireless 

Sensor Networks (WSNs) are heavily dependent on 
the development and evaluations of protocols through 
simulations. Therefore, realistic simulations are vital for 
the development of viable protocols. However, most of 
the research efforts that depend on simulations tend to 
use non-realistic parameters and assumptions. Such 
examples include use of infinite transmit power levels 
and no consideration of radio propagation loss and 
irregularities. These assumptions are common among 
many clustering protocols, which lead to incorrect 
estimation of performance metrics such as network 
lifetime, energy consumed per bit, and connectivity. In 
this paper we modify clustering protocols by 
incorporating a model compliant with Crossbow MICAz 
motes. The energy consumption model takes into 
account the discrete transmit power levels of the 
CC2420 radio ship used by MICAz sensor nodes. The 
radio propagation path loss is modeled by using the 
Lognormal Shadowing Model. We evaluate a number 
of clustering protocols including LEACH, HEED, EECS 
and MOECS. We also present results that demonstrate 
how realistic assumptions can effect the system 
behavior in comparison with the results obtained by 
assuming ideal conditions. 
 

1. INTRODUCTION 
IRELESS sensor network (WSNs) have 
emerged as  the-state-of-the-art technology 

in data gathering from remote locations by 
interacting with physical phenomena and relying 
on collaborative efforts by a large number of low 
cost resource constrained devices [1]. Each 
sensor node has an embedded processor, a 
wireless transceiver for communication, a non 
replenish-able source of energy, and one or more 
onboard sensors such as temperature, humidity, 
motion, speed, photo, and piezoelectric detectors 
[2]. Once deployed, sensor nodes collect the 
information of interest from their on board 
sensors, perform local processing of these data 
including quantization and compression, and 
forward the data to a base station (BS) either 
directly or through a neighboring node. 
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In recent years, clustering has emerged as a 
popular approach for organizing the network into 
a connected hierarchy [3]. By using clustering, 
nodes are organized into small disjoint groups 
called clusters. Each cluster has a coordinator, 
referred to as a Cluster Head (CH), and a 
number of member nodes. Clustering results in a 
hierarchical network in which the CHs form the 
upper level and member nodes form the lower 
level. In contrast to flat architectures, clustering 
provides distinct advantages with respect to 
energy conservation by facilitating localized 
control and reducing the volume of inter-node 
communication. Moreover, the coordination 
provided by the CH allows sensor nodes to sleep 
for an extended period thus allowing significant 
energy savings. By adapting to a clustered 
topology, WSNs can share many advantages that 
result in a direct or indirect impact on the energy 
efficiency. Some of the advantages as the result 
of using clustering include network scalability, 
local route set up, bandwidth management, 
minimizing communication overheads and data 
aggregation. As a result of the advantages 
offered by clustered topology, a number of 
clustering protocols [4-12] were developed for 
WSNs. However, most of these protocols 
contained simplistic assumptions that are far from 
reality. For example, the energy model originally 
proposed by LEACH or its slight variation is used. 
Moreover, assumption like infinite transmit power 
levels and no consideration of path loss further 
biases the performance results in an optimistic 
manner.  

This paper makes three contributions which 
are summarized as follows. Firstly, we take into 
account the fact that sensor nodes are limited to 
a few discrete power levels. As an example, 
Crossbow MICAz [13] motes that use Chipcon 
CC2240 radio chip. CC2240 chip is limited to 
only seven transmit power levels. Secondly, a 
Lognormal Shadowing model is used for 
calculating radio propagation path loss. Earlier 
studies [14] have shown that this model to be 
more accurate for cellular system, making it a 
favorable and realistic option as compared to the 
free space model. Thirdly, we propose a simple 
scheme that allows sensor nodes to adapt to 
correct output power level based on distance 
from the transmitter and path loss.  

The remainder of this paper is organized as 
follows. In Section 2, we describe the network 
model and assumptions. Section 3 summarizes 
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the radio propagation path loss model and 
Section 4 presents the discrete power control 
algorithm. In Section 5, we present simulation 
results that apply both conventional and discrete 
power model to clustering protocols including 
MOECS [11] EECS [8] LEACH [4] and HEED.  
[7]. Section 6 presents a summary of related 
work. Finally, conclusions and future work is 
discussed in Section 7. 

2. NETWORK MODEL AND ASSUMPTIONS 
The following assumptions are made for the 

sensor network under consideration: 
1. Nodes are dispersed randomly following a 

Uniform distribution in a 2-dimensional 
space.  

2. The location of the BS is known to all 
sensors. The BS is considered a powerful 
node having enhanced communication and 
computation capabilities with no energy 
constraints.  

3. All nodes remain stationary after deployment. 
All nodes are homogeneous in terms of 
energy, communication and processing 
capabilities.  

4. Nodes are location unaware i.e. they are not 
equipped with any global positioning system 
(GPS) device.  

5. The nodes are capable of transmitting at 
variable power levels depending on the 
distance to the receiver as in [15]. For 
instance, MICAz Motes use the MSP430 [16] 
[17] series micro controller which can be 
programmed to 7 different power levels.  

6. The nodes can estimate the approximate 
distance by the received signal strength, 
given that the transmit power level is known, 
and the communication between nodes is not 
subject to multi-path fading.  

7. A network operation model similar to that of 
[4, 7, 8] is adopted here, which consists of 
rounds. Each round consists of a clustering 
phase followed by a data collection phase. 

 

3. RADIO MODEL 
This section presents the radio propagation 

model adopted in simulations. Equation (1) 
provides a generalized expression for the 
strength of a signal at the receiver considering 
the path loss and fading effects. 

 

Rx TxP P PL Fading= − −           (1) 
 

Where RxP is received power in dBm, TxP is the 

power at the transmitter in dBm and PL  is the 
path loss. For path loss calculations we use a 
Log-Normal Shadowing model to provide the 
value of signal loss ( )L d  between a transmitting 
node and the receiving node located at a 

distance 'd' from each other. The value of ( )L d  
is given by; 

( ) ( ) 10 log dL d L d
dο

ο

β
 

= +  
 

          (2) 

Where β  is the path loss exponent and 

( )L dο  is the path loss measured at distance dο . 
These parameters can experimentally 
determined or taken from sources such as [14]. 
The fading effect, as mentioned in equation (1) 
can be modeled by adding a Gaussian random 
variable Xσ (with standard deviation 2σ ) in 
equation (2). Hence the received power is given 
by; 

𝑃𝑃𝑅𝑅𝑅𝑅 = 𝑃𝑃𝑇𝑇𝑅𝑅 − 𝐿𝐿(𝑑𝑑𝑜𝑜) − 10𝛽𝛽 log � 𝑑𝑑
𝑑𝑑𝑜𝑜
� − 𝑋𝑋𝜎𝜎   (3) 

Figure 1 presents the typical values of path loss 
at a receiver plotted against distance from the 
transmitter.  

 
Figure 1: Path Loss Vs. Distance( dο =87 m , β  = 

2.5) 

4. DISCRETE POWER LEVEL SELECTION 
ALGORITHM 

Most of the clustering protocols described 
assume that sensor nodes can adjust their power 
according to the exact distance. Hence the 
corresponding energy consumption computed in 
this manner will always be different for two 
different measurements of 'd'. In reality, the 
transmit power level of the sensor node can only 
be adjusted to discrete values which may result 
in one power level for multiple values of distance. 
Therefore the resulting energy consumption for 
the two different distance would be same. Table 
1 provides energy consumed in transmission of a 
100 byte packet considering the different power 
levels used by CC2420. The values of current 
drawn  Ix  (3rd column) are taken from the data 
sheet [16]. It is also worthwhile to note that 
receiving a packet draws a fixed amount of 
current, hence  the energy consumed remains 

0 20 40 60 80 100
20

30

40

50

60

70

80

90

Distance (m)

P
at

h 
Lo

ss
 (d

B
m

)

11



constant for a given packet size. Table 2 provides 
the value for energy consumed in receiving a 
packet of 100 bytes.  

 
Table 1:  Energy consumed per packet for 
different power levels used in CC2420 . 
(Packet size = 100 bytes, channel rate 250 
Kbps, VDD= 1.5 V) 

Power 
Level (k) 

POut 
[dBm] 

Ix 
[mA] 

PTx 
[mW] 

ETx /packet 
[µJ] 

1 0.00 17.04 30.67 98.14 

2 -1.00 15.78 28.40 90.88 

3 -3.00 14.63 26.33 84.26 

4 -5.00 12.27 22.08 70.66 

5 -10.00 10.91 19.62 62.78 

6 -15.00 9.71 17.47 55.90 

7 -25.00 8.42 15.15 48.48 

 
Table 2: Energy consumed in reception 
(Packet size = 100 bytes, channel rate 250 
Kbps, VDD= 1.5 V) 

Ix [mA] PRx [mW] ERx /packet [µJ] ERx /bit [µJ] 

19.60 35.28 112.90 0.1411 

 
In the operational model used for most clustering 
protocols the advertisement messages from CHs 
are sent at the fixed (known) power levels. The 
cluster membership phase involves sensor nodes 
to adjust their power levels according to their 
distance from the CH. We propose an algorithm 
that allows sensor nodes to select the 
appropriate power level for communicating to the 
CH. Figure 2 presents the flowchart for  power 
level selection algorithm. It can be noted from 
Table 1 that power level 7 corresponds to the 
lowest and power level 0 corresponds to the 
highest power output.  
 

Receive Cluster Head 
Advertisement Message

Compute distance ‘d’ 
and path loss “PL’

K=K-1

set  k
Tx LevelP P=

maxset k k=

        If
  < 
( )

Rx TxP P
PL Fading

−
+

Transmit at k
LevelP

 
Figure 2: Flow Chart for Discrete Power Level 

Selection Algorithm 

 
Once sensor nodes have estimated the distance 
to the CH, it computes path loss and fading. It 
then sets its transmit power level to the lowest 
value. Based on the computed path loss and 
fading it calculates the projected received power 
at the CH. If the projected received power is 
greater than the receiver sensitivity, the current 
power level is used for transmission, otherwise 
the transmit power level is incremented and 
same procedure is repeated until the appropriate 
level is found or highest power level is reached.  
Figure 3 presents a comparison of energy 
consumed in transmission using the discrete 
power level model and conventional (LEACH) 
energy model. Measurement for both models is 
obtained using a packet size of 100 bytes. The 
discrete power model assumes path loss 
exponent equal to 2.5 and d0 equal to 87 m. It 
can be observed that the discrete power model 
render more energy consumption at 75 m. It is 
worth noting the conventional model results in a 
false optimistic performance. Moreover, a typical 
round data transmission rounds consists of a 
large number of transmission from sensor node 
to the sink and an aggregated packet (single 
transmission) from the cluster head to the sink. In 
the conventional LEACH model, the former 
follows the energy consumption is proportional to 
the square of distance and in the latter the 
energy consumption is proportional to forth power 
of distance [4]. Results presented later in Section 
5 demonstrate that the conventional model 
results are significantly deviated from the discrete 
power model. 

 

 
Figure 3: Comparison of Energy Consumed in 
Transmission with Conventional LEACH  Energy 
Model and Discrete Power Model (Packet Size 
=100 bytes) 

5. SIMULATION RESULTS 
This section presents the performance analysis 

of clustering protocols namely LEACH, HEED, 
EECS and MOECS. We used MATLAB as the 
simulation environment. As outlined in Section 2 
we used network of 100 nodes placed in an area 
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of 100 x 100 m. The BS location is taken as 
(50,150) m. All clustering protocols are evaluated 
with and without (conventional) the discrete 
power selection scheme presented in Section 3. 
Each simulation experiment is performed on a 
unique topology and consists of several rounds of 
cluster set up phase and data transmission 
phase. In each round a set of new cluster heads 
is elected and the non-cluster head nodes send 
five data packets to their associated cluster head. 
We also assume that the cluster head is capable 
of data aggregation and data received from 
member nodes is therefore sent in aggregated 
form. In performance analysis of different 
clustering schemes using both conventional and 
discrete power model remains on metrics related 
to network life and energy conservation. The 
network life time is measured in data collection 
rounds till the first node runs out of its energy. 
The network lifetime measured to the death of 
first node is extensively used in the literature 
including [4, 7, 8, 11]. Figure 4 presents a 
performance comparison of network life using 
both conventional and discrete power model for 

various clustering protocols mentioned earlier. It 
is clearly evident that the realistic discrete model 
results in a significant decrease (in excess of 
approximately 100% for all protocols) in network 
life as compared to the conventional model. 
Based on the discussion in Section 4, a large 
number of transmissions at higher energy 
consumption in the discrete model contribute to a 
quick depletion of sensor nodes' energy. 

Figure 5 illustrates results for the random 
topology where y-axis indicates the mean 
residual energy of the system normalized to 
number of nodes and x-axis denotes the number 
of rounds. It can be observed that the mean 
residual energy of the system in case of discrete 
power model is lower than that of the 
conventional model for all protocols. A sharp 
slope in case of the discrete power model is 
indicative of the sensor nodes losing their energy 
at a much faster rate as compared to the 
conventional model. These results are also 
corroborated with the network life results 
presented in Figure 4.  
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Figure 4: Network Life in Rounds for a) Multi-Objective Energy-efficient Clustering Scheme-MOECS, b) 
Energy Efficient Clustering Scheme-EECS, c) Low Energy Adaptive Clustering Hierarchy-LEACH, d) 
Hybrid Energy Efficient Distributed Clustering- HEED 
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Figure 5: Mean Residual Energy Vs. Number of Rounds for a) Multi-Objective Energy-efficient Clustering 
Scheme-MOECS, b) Energy Efficient Clustering Scheme-EECS, c) Low Energy Adaptive Clustering 
Hierarchy-LEACH, d) Hybrid Energy Efficient Distributed Clustering- HEED 

 
We also investigate the energy consumed in 

transmission (end-to-end, i.e. from sensor node 
to the BS) on per packet basis. Results in Figure 
6 demonstrate the measurements for this 
statistics for both models. Again it is evident that 
the discrete power model results in excess of 
100% extra energy consumption as compared to 
the conventional model.  
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Figure 6: Mean Energy Consumed in Transmission 
per Packet from Sensor Node to the BS  
 

6. RELATED WORK 
Recent relevant studies have [18] [19, 20] have 

focused on incorporating the realistic radio and 
energy consumption models in WSNs. The 
authors in [18] presented an energy model for 
calculating the transmission and reception cost. 
This model is based on the first order model 
presented in [15]. Research results presented in 
[19] are collected from field experiments involving 
few sensor motes. These experiments were 
performed to collect link quality index (LQI) and 
received signal strength indication (RSSI). The 
investigations show that transmission power 
costs do not always increase as the distance 
increases. Our work in closely related to [19, 20] 
which are also focused on the CC2420 radio 
chip. In [20], a similar model as proposed in this 
paper is implemented in the PROWLER [21] 
simulator. Our work focuses on the clustering 
protocols.  

7. CONCLUSIONS  
In this paper we investigated the effects of 

incorporating realistic radio models in the 
simulation of cluster-based WSNs. Most sensor 
hardware platforms make use of discrete power 
levels. Therefore incorporating such models into 14



simulations would bridge the gap between 
simulation and experimentation results. We 
proposed a simple algorithm that allows sensor 
nodes to choose appropriate power level based 
on inducted path loss and distance. We 
evaluated four clustering protocols using metric 
relevant to the energy conservation following 
both discrete power and conventional models. 
We showed that estimates of network life using 
discrete power model differ significantly than that 
of conventional model.  Our future work will 
address effects of controlled mobility, and 
realistic deployment strategies.   
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Prism-Spectrometer as Demultiplexer for 
WDM over POF 

 
Lutz, Daniela; Haupt, Matthias and Fischer, H.P., Ulrich 

 
Abstract—Polymer Optical Fibres (POFs) show 

clear advantages compared to copper and glass 
fibres (GOFs). In essence, POFs are inexpensive, 
space-saving and not susceptible to electromagnetic 
interference. Thus, the usage of POFs has become a 
reasonable alternative in short distance data 
communication. Today, POFs are used in a wide 
number of applications due to these specific 
advantages. These applications include automotive 
communication systems and In-House-Networking. 
The currently used transmission technology via POF 
is based only on one channel (or rather on one 
wavelength), making the usable bandwidth the limiting 
factor of this technology. One potential solution to 
expand the usable bandwidth of POF-based systems 
is wavelength division multiplexing (WDM). Because 
of the attenuation behaviour of POF, the only 
transmission window is situated in the visible 
spectrum. The solution proposed in this paper allows 
the transfer of several signals on different 
wavelengths through a single polymeric fibre. In order 
to separate the transmitted signals, special separators 
– called demultiplexers (DEMUX) – are utilized. 
These DEMUX are realized by employing the 
principle of the prism-spectrometer. In the set-up 
described in this paper, the light emitted by the 
polymeric fibre is collimated via an off-axis parabolic 
mirror. Then it is led to a dispersion prism and there 
divided into its monochromatic parts. 

Key words - WDM, POF, demultiplexer  

1. INTRODUCTION 
1.1 Advantages and Applications of POF 

Polymer Optical Fibres offer essential 
advantages compared with GOF technology, 
copper cable and wireless communication. In 
comparison to GOFs, POFs show a greater 
mechanical flexibility making them 
uncomplicated in handling because of the 
smaller bend radius. 

Also, polymer optical fibres can be stressed 
mechanically much stronger because of their 
geometrical dimensions. In comparison to 
copper cables, which are still standard in 
industry and technology, optical polymer fibres 
save more space and weight. They allow an 
easy connector assembly as well. Additionally, 

they cannot be influenced by electromagnetic 
fields [1-4]. The wireless data communication 
technology has two basic disadvantages 
compared to fiber technology. First of all, the 
electromagnetic fields can lead to interferences. 
Additionally, the radio technology is not secure 
from interference by third persons. As a result of 
the mentioned features, POFs offer an attractive 
alternative. 

Nevertheless, POFs have only one 
transmission window, which is allocated in the 
visible spectrum of light. The attenuation of POF 
is too high for the remaining electromagnetic 
spectrum and therefore not acceptable for data 
transfer. 

POFs are therefore best suited for the use in 
short distance data communication. Today, 
POFs are applied in in-house-networks and 
widely in the automotive industry [5]. It can thus 
be concluded, that POF technology is widely 
applicable. 

1.2 WDM over POF 
The transmission with standard POF is 

realised with only one wavelength [1-2]. The 
only possibility to increase the bandwidth is to 
raise the data rate. This reduces the signal-to-
noise-ratio and can be changed therefore only in 
strong limitations. In this paper, an established 
technique for GOF technology is introduced and 
applied for POF. Though, it concerns the 
wavelength multiplex technology. There are 
different multiplex technologies available, e.g. 
time division multiplex (TDM) [6]. Recently WDM 
(wavelength division multiplex) and code division 
multiplex (CDM) have been used in GOF-
infrared systems and in mobile RF 
communication [7-10]. The principle of WDM is 
transferred to the visible spectrum for POF 
communication, which means several 
wavelengths are used which are transmitted at 
the same time over one fibre. For more than 15 
years, WDM widely expanded the overall 
transmission bit rate in GOF-long-range 
systems, because of its easy expandable 
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system approach: adding one new source with 
different transmission wavelength in combination 
with a MUX/DEMUX-element expands the 
usable transmission rate directly by this source. 
Due to the attenuation of POF, the wavelengths 
from 400nm to 700nm [1] are used for the WDM, 
as shown in fig. 1. 

 

 
Fig. 1 Attenuation behaviour of a POF in 

the area of the visible spectrum 
 
For the use of WDM technology in POF-

systems, the same key elements are needed: 
the multiplexer and the demultiplexer. A 
complete redesign of these components is 
necessary, because a different spectrum is 
used. The light has to be combined by the 
multiplexer and split by means of a 
demultiplexer. This can be realised by means of 
different techniques. An optical phased array 
can be applied to change the phases of every 
different channel and therefore to divide the light 
in different channels [11]. Another possible 
technique are interference filters, which are well-
known in the infrared range but also available for 
the visible spectrum [1, 12]. But key elements 
which are already available on the market use 
the infrared wavelength range or are cost-
intensive solutions and thereby not suitable for 
mass market POF applications. 

2. BASIC CONCEPT OF THE MULTIPLEXER 
For WDM over POF, a complete new-

developed demultiplexer is required, as 
described in the previous chapter. The principle 
of the demultiplexer is schematically illustrated 
in fig. 2 and is already pending patent [13-15]. 

A standard SI-POF with a core diameter of 
980µm and a cladding thickness of 10µm is 
used. The refractive index of the core is about 
the whole cross section equal 1.49 and the 
numerical aperture is 0.5. 

The light emitted from the POF is focused and 
divided by the DEMUX. The POF is situated in 
the focus point of an off-axis parabolic mirror on 
which the light is reflected. To reduce the 

aberrations of the dispersion prism, the beams 
of light are leaded collimated. The prism 
separates the light in its different wavelengths. 
At the end of the DEMUX, a plano-convex lens 
focuses the separated wavelengths onto a 
detection layer. 

 

 
Fig. 2 Setup of the demultiplexer and the 

focus points at the detection layer in the 
simulation 

 
The setup uses only three colours, blue 

(480nm), green (530nm) and red (660nm). This 
is not a limitation for possible future 
developments, but rather an experimental basis 
to run the various simulations described below. 

3. SIMULATION AND RESULTS OF THE 
SIMULATION 

In the following step, a simulation program is 
used to design a demultiplexer based on the 
general concept outlined above. For the current 
task, the software OpTaliX provides all needed 
functionalities [16]. This approach offers different 
advantages, it is easy to design, analyze and 
evaluate the simulated results. Also effective 
improvements of the configuration can be 
simulated fast. The simulated design was 
planned and developed with available standard 
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components. 
In the simulation of the DEMUX, all three 

colours are detectable on the image layer, as 
shown in fig. 2. The different focus points show 
a diameter lower than 1mm. The cross talk is 
below -30dB, because at the detection layer the 
different channels do not overlap each other. 

4. LAB SETUP OF THE POF-DEMUX 
4.1 Assembly 

To verify the simulation results, the DEMUX is 
realised with commercially available standard 
components under lab conditions. The 
components are chosen, because they are 
inexpensive and the geometrical dimensions are 
close to the optimal design [17]. The complete 
construction is shown in fig. 3. 

The various optical components effect the size 
of the focus point in the image layer differently. 
Especially the positioning of the POF and the 
off-axis parabolic mirror have to be assembled 
precisely, because a divergence of a few 
micrometers in any direction affects the focus 
size considerably at the detection layer. So for 
both of these optical elements, micrometer 
stages are used to guarantee a precise 
adjustment. 

 

 
Fig. 3 Lab setup including the path of rays  
 
A separation without viewable overlap of the 

three channels is achieved with an optimal 
alignment of the optical elements and a 
concurrent transfer of the wavelengths over POF 
used for this lab setup. The intensity dispersion 
is shown in fig. 4. It is demonstrated, that a clear 
separation of the different channels is achieved. 
However, the spectral width of the different 
channels avoids a clear determination. 

 

 
 

 
Fig. 4 Detection layer of the lab setup and 

measured intensity of the focus points  
 

4.2 Characterisation of the DEMUX-Setup 
In the first step, a characterisation of the lab 

setup is demonstrated for the attenuation 
behaviour and channel bandwidth. For the 
measurement of the general attenuation of the 
DEMUX, the colours blue, green and red will be 
transferred without multiplexing. For the 
channels blue and red media converters from 
DieMount [18] and for the green channel the 
OPTOTEACH teaching system of HarzOptics 
[19] are used. 

Furthermore, a white light source 
(YOKOGAWA AQ 4305) is used for the 
estimation of the available bandwidth for every 
channel, see fig. 5. 

 

 

Fig. 5 Schematic setup with white light 
source 

 
A connection is built up with all three WDM-

channels (470nm, 520nm, 650nm), see fig 6. 
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Fig. 6 Schematic setup for 3 channel 
attenuation measurement 

 
The attenuation caused through the data 

transfer by the system is at blue 19,3dB, at 
green 12,1dB and at red 14dB. A coupler of the 
company HarzOptics for the combination of two 
channels causes an additional attenuation of 
about 5-6dB, see table 1. Fig. 7 demonstrates 
the existing cross talk of the different channels. 

By means of a white light source, the 
spectrum is measured to verify the received 
signals and to estimate the channel bandwidth, 
as shown in fig. 7. The cross talk between the 
blue channel and the green channel is 4,6dB 
respectively 16,1dB. Also, the cross talk of the 
green channel to the red channel is rather high 
with 13,3dB. It can be recognised, that the 
spectral width of the red channel is larger in 
comparison to the blue channel. An explanation 
can be found in fig. 8, the steeper the curve falls 
the larger the gap between the colours. 

 
Optical component \ 
Channel λ = 470nm λ = 520nm λ = 650nm 

Attenuation DEMUX 
(1 channel) [dB] 19,3 12,1 14 

Attenuation DEMUX 
(with coupler & connector) 
[dB] 

23,9 18,9 19,8 

TABLE 1. ATTENUATION RESULTS OF THE 
DEMULTIPLEXER 

 
 
 
 
 
 
 

 
 

 
Fig. 7 Cross-talk of the 3 channels and 

comparison of the spectra 
 

 
Fig. 8 Refractive index in dependence of 

wavelength 
Therefore, the dispersion of the prism is non-

linear. Furthermore the attenuation trait is also to 
view for short POF-lengths. This can be seen in 
the curve progression of the red channel. It 
shows an easy reduction of the signal power 
located for the wavelength area about 620nm, 
shown in fig. 1. 

 

4.3 Data Transfer 
The first Fast Ethernet data transfer was 

designed and tested with the colours red and 
blue, see fig. 9. An error-free transfer of data 
was realised. For the Ethernet data transfer the 
DEMUX behaves transparent. The functionality 
of the WDM-system is thus verified. 
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Fig. 9 Schematic setup Ethernet data link 
 
However, because of the attenuation, which is 

still too high, the data transfer is possible with 
only one channel. For a data transfer via WDM, 
the transmitted signals are too weak considering 
their appearing attenuation. With the media 
converters used in combination with couplers, a 
combined signal transfer is currently not 
possible, but it may become possible with a 
more precise adjustment of the focus length. 

 

4.4 Conclusion and Outlook 
This paper demonstrates, that it is principally 

possible to design and use a demultiplexer for 
polymer optical fibres and also to separate the 
different channels. 

The adjustment of the optical components 
used in the lab setup exhibits a very high 
attenuation of the transmission link. 

At the moment, it is only possible to transmit 
signals with high optical power to receive and 
use the transmitted signals with sufficient optical 
power at the end of the transfer distance, 
because of the high appearing attenuation. The 
focused signals at the detection layer are 
separated clearly as such and are detectable in 
comparison to the simulated spot diagram.  

We still believe, that WDM over POF has a 
good potential to substitute the classical transfer 
technology in many areas of the short distance 
communication. But it is necessary to 
manufacture special components for this setup 
to increase the gaps between the channels. With 
standard components, an online three channel 
data communication assembly was not possible. 

To make the WDM over POF solution 
attractive for the mass market, a possible 
inexpensive production must be implemented 
with improved components. One possible 
solution would be the moulding technology, 
which is a low-cost production with high amount 
of pieces. 
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Software Testing Methods and 
Techniques 

 
Jovanović, Irena 

 
Abstract—In this paper main testing methods and 

techniques are shortly described. General 
classification is outlined: two testing methods – black 
box testing and white box testing, and their frequently 
used techniques: 

 Black Box techniques: Equivalent 
Partitioning, Boundary Value Analysis, 
Cause-Effect Graphing Techniques, and 
Comparison Testing; 

 White Box techniques: Basis Path Testing, 
Loop Testing, and Control Structure 
Testing. 

Also, the classification of the IEEE Computer 
Society is illustrated. 

1. DEFINITION AND THE GOAL OF TESTING 
ROCESS of  creating a program consists of 
the following phases (see [8]): 1. defining a 

problem; 2. designing a program; 3. building a 
program; 4. analyzing performances of a 
program, and 5. final arranging of a product. 
According to this classification, software testing 
is a component of the third phase, and means 
checking if a program for specified inputs gives 
correctly and expected results.  
Software testing (Figure 1) is an important 
component of software quality assurance, and 
many software organizations are spending up to 
40% of their resources on testing. For life-critical 
software (e.g., flight control) testing can be 
highly expensive. Because of that, many studies 
about risk analysis have been made. This term 
means the probability that a software project will 
experience undesirable events, such as 
schedule delays, cost overruns, or outright 
cancellation (see [9]), and more about this in 
[10].    
There are a many definitions of software 
testing, but one can shortly define that as:1

A process of executing a program with the 
goal of finding errors (see [3]). So, testing 
means that one inspects behavior of a program 
on a finite set of test cases (a set of inputs, 
execution preconditions, and expected 
outcomes developed for a particular objective, 

 

                                                            
 

such as to exercise a particular program path or 
to verify compliance with a specific requirement, 
see [11]) for which valued inputs always exist.  
In practice, the whole set of test cases is 
considered as infinite, therefore theoretically 
there are too many test cases even for the 
simplest programs. In this case, testing could 
require months and months to execute. So, how 
to select the most proper set of test cases? In 
practice, various techniques are used for that, 
and some of them are correlated with risk 
analysis, while others with test engineering 
expertise.    

Testing is an activity performed for evaluating 
software quality and for improving it. Hence, the 
goal of testing is systematical detection of 
different classes of errors (error can be defined 
as a human action that produces an incorrect 
result, see [12]) in a minimum amount of time 
and with a minimum amount of effort. We 
distinguish (see [2]): 

 
Figure 1: Test Information Flow 

P 

1 Manuscript received May 26, 2008. 
I. M. Jovanovic is with the DIV Inzenjering, 

d.o.o., Belgrade  
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 Good test cases - have a good 
chance of finding an yet undiscovered 
error; and 

 Successful test cases - uncovers a 
new error. 

Anyway, a good test case is one which: 
 Has a high probability of finding an 

error; 
Is not redundant; 
 Should be “best of breed”; 
 Should not be too simple or too 

complex. 

2. TESTING METHODS 
Test cases are developed using various test 
techniques to achieve more effective testing. By 
this, software completeness is provided and 
conditions of testing which get the greatest 
probability of finding errors are chosen. So, 
testers do not guess which test cases to chose, 
and test techniques enable them to design 
testing conditions in a systematic way. Also, if 
one combines all sorts of existing test 
techniques, one will obtain better results rather if 
one uses just one test technique. 

Software can be tested in two ways, in 
another words, one can distinguish two different 
methods: 

1. Black box testing, and 
2. White box testing. 

 
White box testing is highly effective in 

detecting and resolving problems, because bugs 
(bug or fault is a manifestation of an error in a 
software, see [12]) can often be found before 
they cause trouble. We can shortly define this 
method as testing software with the knowledge 
of the internal structure and coding inside the 
program (see [13]). White box testing is also 
called white box analysis, clear box testing or 
clear box analysis. It is a strategy for software 
debugging (it is the process of locating and 
fixing bugs in computer program code or the 
engineering of a hardware device, see [14]) in 
which the tester has excellent knowledge of how 
the program components interact. This method 
can be used for Web services applications, and 
is rarely practical for debugging in large systems 
and networks (see [14]). Besides, in [15], white 
box testing is considered as a security testing 
(the process to determine that an information 
system protects data and maintains functionality 
as intended, see [6]) method that can be used to 

validate whether code implementation follows 
intended design, to validate implemented 
security functionality, and to uncover exploitable 
vulnerabilities (see [15]). 

Black box testing is testing software based 
on output requirements and without any 
knowledge of the internal structure or coding in 
the program (see [16]). In another words, a 
black box is any device whose workings are not 
understood by or accessible to its user. For 
example, in telecommunications, it is a resistor 
connected to a phone line that makes it 
impossible for the telephone company’s 
equipment to detect when a call has been 
answered. In data mining, a black box is an 
algorithm that doesn’t provide an explanation of 
how it works. In film–making, a black box is a 
dedicated hardware device: equipment that is 
specifically used for a particular function, but in 
the financial world, it is a computerized trading 
system that doesn’t make its rules easily 
available.  

In recent years, the third testing method has 
been also considered – gray box testing. It is 
defined as testing software while already having 
some knowledge of its underlying code or logic 
(see [17]). It is based on the internal data 
structures and algorithms for designing the test 
cases more than black box testing but less than 
white box testing. This method is important 
when conducting integration testing between two 
modules of code written by two different 
developers, where only interfaces are exposed 
for test. Also, this method can include reverse 
engineering to determine boundary values. Gray 
box testing is non-intrusive and unbiased 
because it doesn’t require that the tester have 
access to the source code.      

The main characteristics and comparison 
between white box testing and black box testing 
are follows. 

 

2.1. Black Box Testing Versus White Box 
Testing 

Black Box Testing:  
 Performing the tests which exercise all 

functional requirements of a program; 
 Finding the following errors: 

1. Incorrect or missing functions; 
2. Interface errors; 
3. Errors in data structures or 

external database access; 
4. Performance errors; 

1 Manuscript received May 26, 2008. 
I. M. Jovanovic is with the DIV Inzenjering, 
d.o.o., Belgrade (e-mail: irenaire@gmail.com). 
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5. Initialization and termination 
errors. 

 Advantages of this method: 
 The number of test cases are 

reduced to achieve reasonable 
testing; 

 The test cases can show 
presence or absence of classes 
of errors. 

White Box Testing: 
 Considering the internal logical 

arrangement of software; 
 The test cases exercise certain sets of 

conditions and loops; 
 Advantages of this method: 

 All independent paths in a 
module will be exercised at least 
once; 

 All logical decisions will be 
exercised; 

 All loops at their boundaries will 
be executed; 

 Internal data structures will be 
exercised to maintain their 
validity. 

3. GENERAL CLASSIFICATION OF 
TEST TECHNIQUES 

In this paper, the most important test 
techniques are shortly described, as it is shown 
in Figure 2. 

 

 
 
Figure 2: General Classification of Test 

Techniques 
 

3.1. Equivalence Partitioning 
Summary: equivalence class 
 
This technique divides the input domain of a 

program onto equivalence classes. 
Equivalence classes – set of valid or invalid 

states for input conditions, and can be defined in 
the following way: 

1. An input condition specifies a range → 
one valid and two invalid equivalence 
classes are defined; 

2. An input condition needs a specific 
value → one valid and two  invalid 
equivalence classes are defined; 

3. An input condition specifies a member 
of a set → one valid and one invalid 
equivalence class are defined; 

4. An input condition is Boolean → one 
valid and one invalid equivalence class 
are defined. 

Well, using this technique, one can get test 
cases which identify the classes of errors. 

 

3.2. Boundary Value Analysis 
Summary: complement equivalence 

partitioning 
 

This technique is like the technique 
Equivalence Partitioning, except that for creating 
the test cases beside input domain use output 
domain.  

One can form the test cases in the following 
way: 

1. An input condition specifies a range 
bounded by values a and b → test 
cases should be made with values just 
above and just below a and b, 
respectively; 

2. An input condition specifies various 
values → test cases should be 
produced to exercise the minimum and 
maximum numbers; 

3. Rules 1 and 2 apply to output 
conditions; 

If internal program data structures have 
prescribed boundaries, produce test cases to 
exercise that data structure at its boundary.  

 

3.3. Cause-Effect Graphing Techniques 
Summary: translate 
 

TESTING 

 

Black Box White Box 

Equivalent Partitioning 

Boundary Value 
Analysis 

Cause-Effect Graphing 
Techniques 

Comparison Testing 

Basis Path Testing 

Loop Testing 

Control Structure 
Testing 

Model-based testing 

Fuzz Testing 
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One uses this technique when one wants to 
translate a policy or procedure specified in a 
natural language into software’s language. 

This technique means: 
Input conditions and actions are listed for a 

module ⇒  an identifier is allocated for each 
one of them ⇒  cause-effect graph is created 
⇒  this graph is changed into a decision table 
⇒  the rules of this table are modified to test 
cases.  
 

3.4. Comparison Testing 
Summary: independent versions of an 

application 
 

In situations when reliability of software is 
critical, redundant software is produced. In that 
case one uses this technique. 

This technique means: 
Software engineering teams produce 

independent versions of an application → each 
version can be tested with the same test data → 
so the same output can be ensured. 

Residual black box test techniques are 
executing on the separate versions. 
 

3.5. Fuzz Testing 
Summary: random input 
 
Fuzz testing is often called fuzzing, 

robustness testing or negative testing. It is 
developed by Barton Miller at the University of 
Wisconsin in 1989. This technique feeds random 
input to application. The main characteristic of 
fuzz testing, according to the [26] are: 

 the input is random; 
 the reliability criteria: if the application 

crashes or hangs, the test is failed; 
 fuzz testing can be automated to a 

high degree. 
A tool called fuzz tester which indicates 

causes of founded vulnerability, works best for 
problems that can cause a program to crash 
such as buffer overflow, cross-site scripting, 
denial of service attacks, format bug and SQL 
injection. Fuzzing is less effective for spyware, 
some viruses, worms, Trojans, and keyloggers. 
However, fuzzers are most effective when are 
used together with extensive black box testing 
techniques. 

3.6. Model-based testing 
 

Model-based testing is automatic generation 
of efficient test procedures/vectors using models 
of system requirements and specified 
functionality (see [27]). 
In this method, test cases are derived in whole 
or in part from a model that describes some 
aspects of the system under test. These test 
cases are known as the abstract test suite, and 
for their selection different techniques have been 
used: 

 generation by theorem proving; 
 generation by constraint logic 

programming; 
 generation by model checking; 
 generation by symbolic execution; 
 generation by using an event-flow 

model; 
 generation by using an Markov chains 

model. 
Model-based testing has a lot of benefits 

(according [28]): 
 forces detailed understanding of the 

system behavior; 
 early bug detection; 
 test suite grows with the product; 
 manage the model instead of the 

cases; 
 can generate endless tests; 
 resistant to pesticide paradox; 
 find crashing and non-crashing bugs; 
 automation is cheaper and more 

effective; 
 one implementation per model, then 

all cases free; 
 gain automated exploratory testing; 
 testers can address bigger test 

issues. 
 

3.7. Basis Path Testing 
Summary: basis set, independent path, flow 

graph, cyclomatic complexity, graph matrix, link 
weight 
 

If one uses this technique, one can evaluate 
logical complexity of procedural design. After 
that, one can employ this measure for 
description basic set of execution paths. 

For obtaining the basis set and for 
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presentation control flow in the program, one 
uses flow graphs (Figure 3 and Figure 4). Main 
components of that graphs are: 

 Node – it represents one or more 
procedural statements. Node which 
contains a condition is called predicate 
node. 

 Edges between nodes – represent flow 
of control. Each node must be bounded 
by at least one edge, even if it does not 
contain any useful information. 

Region – an area bounded by nodes and 
edges. 

 
 

 
Figure 3: Flow Graph 

 
Cyclomatic Complexity is software metric. 

The value evaluated for cyclomatic complexity 
defines the number of independent paths in the 
basis set of a program.  

Independent path is any path through a 
program that introduces at least one new set of 
processing statements.  
   For the given graph G, cyclomatic complexity 
V(G) is equal to: 

1. The number of regions in the flow graph; 
2. V(G) = E - N + 2, where E is the number 

of edges, and N is the number of nodes; 
V(G) = P + 1, where P is the number of 

predicate nodes. 
So, the core of this technique is: one draws 

the flow graph according to the design or code 
like the basis ⇒  one determines its cyclomatic 
complexity; cyclomatic complexity can be 
determined without a flow graph → in that case 
one computes the number of conditional 
statements in the code  ⇒  after that, one 
determines a basis set of the linearly 
independent paths; the predicate nodes are 

useful when necessary paths must be 
determined ⇒  at the end, one prepares test 
cases by which each path in the basis set will be 
executed. Each test case will be executed and 
compared to the expected results. 

 

 
Sequence 

 

 
IF 

 

 
While 

 

 
Repeat 

 
 

 
Case 

 
Figure 4: Different Versions of Flow Graphs 
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Example1. (cyclomatic complexity) 
 

 
Figure 5: Graph for Example 1. 

 
The cyclomatic complexity for the upper graph 

(figure 5) is: 
o V(G) = the number of predicate nodes 

+1 = 3+1 =4, or 
o V(G)= the number of simple decisions 

+1 = 4. 
Well, V(G) = 4, so there are four independent 

paths: 
The path 1: 1, 2, 3, 6, 7, 8 
The path 2: 1, 2, 3, 5, 7, 8; 
The path 3: 1, 2, 4, 7, 8; 
The path 4: 1,2,4,7,2,4,…,7,8. 
Now, test cases should be designed to 

exercise these paths. 
 

Example2. (cyclomatic complexity) 
 
Cyclomatic complexity for graph which is 
represented in Figure 6 is: 
V(G) = E – N + 2 = 17 – 13 + 2 = 6. 
So, the basis set of independent paths is: 

1-2-10-11-13; 
1-2-10-12-13; 
1-2-3-10-11-13; 
1-2-3-4-5-8-9-2; 
1-2-3-4-5-6-8-9-2; 
1-2-3-4-5-6-7-8-9-2. 
 

 
Figure 6: Graph for Example 2. 

 
Example3. 
 
Here are presented corresponding graph matrix 
and connection matrix for graph which is 
depicted in Figure 7. 

 

 
 

Figure 7: Graph for Example 3. 
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Table 1: Graph Matrix  
node 1 2 3 4 5 

1  a    

2   b   

3    d, c f 

4      

5  e  g  

 
Table 2: Connection Matrix  
node 1 2 3 4 5 connections 

1  1    1-1=0 

2   1   1-1=0 

3    1,1 1 3-1=2 

4      0 

5  1  1  
2-1=1 

 

Cyclomatic complexity is 2+1=3 
 

3.8. Loop Testing 
There are four types of loops: 

1. Simple loops; 
2. Concatenated loops; 
3. Nested loops; 
4. Unstructured loops. 

 
3.8.1. Simple Loops  

It is possible to execute the following tests: 
 Skip the loop entirely; 
 Only one pass through the loop; 
 Two passes through the loop; 
 m passes through the loop where m<n; 
 n-1, n, n+1 passes through the loop, 
      where n is the maximum number of   
      allowable passes through the loop. 

A typical simple loop is depicted in Figure 8. 
 

 
Figure 8: Simple Loop 

3.8.2. Nested Loops 
If one uses this type of loops, it can be 

possible that the number of probable tests 
increases as the level of nesting grows. So, one 
can have an impractical number of tests. To 
correct this, it is recommended to use the 
following approach: 

 Start at the innermost loop, and set all 
other loops to minimum values; 

 Conduct simple loop tests for the 
innermost loop and holding the outer 
loop at their minimum iteration 
parameter value; 

 Work outward, performing tests for the 
next loop; 

 Continue until all loops have been 
tested. 

A typical nested loop is depicted in Figure 9. 
 

 
Figure 9: Nested Loop 

 
3.8.3. Concatenated Loops 

These loops are tested using simple loop tests 
if each loop is independent from the other. In 
contrary, nested loops tests are used. 

A typical concatenated loop is presented in 
Figure 10. 



37 
 

 
Figure 10: Concatenated Loop 

3.8.4. Unstructured Loops 
This type of loop should be redesigned. 
A typical unstructured loop is depicted in 

Figure 11. 

 
Figure 11: Unstructured Loop 

3.9. Control Structure Testing 
Two main components of classification of 

Control Structure Testing (Figure 12) are 
described below. 

 

 
Figure 12: Classification of Control Structure 

Testing 
 

3.9.1. Condition Testing 
By this technique, each logical condition in a 

program is tested. 

A relational expression takes a form: 

21 E>operatorrelational<E - , 
Where E1 and E2 are arithmetic expressions, 
and relational operator is one of the following: <, 
=, ≤≠, , >, or ≥ . 

A simple condition is a Boolean variable or a 
relational expression, possibly with one NOT 
operator.   

A compound condition is made up of two or 
more simple conditions, Boolean operators, and 
parentheses. 

This technique determines not only errors in 
the conditions of a program but also errors in the 
whole program.   

 
3.9.2. Data Flow Testing 

By this technique, one can choose test paths 
of a program based on the locations of 
definitions and uses of variables in a program.   

Unique statement number is allocated for 
each statement in a program. For statement with 
S as its statement number, one can define: 

DEF(S) = {X| statement S contains a definition 
of X} 

USE(S) = {X| statement S contains a use of 
X}. 

The definition of a variable X at statement S is 
live at statement S’ if there exists a path from 
statement S to S’ which does not contain any 
condition of X.   

A definition-use chain (or DU chain) of 
variable X is of the type [X, S, S’] where S and 
S’ are statement numbers, X is in DEF(S), 
USE(S’), and the definition of X in statement S is 
live at statement S’. 

One basic strategy of this technique is that 
each DU chain be covered at least once. 

 
4. Test Techniques According to 

the Project of the IEEE Computer 
Society, 2004. 

The IEEE Computer Society is established to 
promote the advancements of theory and 
practice in the field of software engineering.  

This Society completed IEEE Standard 730 
for software quality assurance (it is any 
systematic process of checking to see whether a 
product or service being developed is meeting 
specified requirements, see [18]) in the year 
1979. This was the first standard of this Society. 
The purpose of IEEE Standard 730 was to 
provide uniform, minimum acceptable 

Control Structure Testing 

 

Condition Testing 

 

Data Flow Testing 
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requirements for preparation and content of 
software quality assurance plans. Another, new 
standards are developed in later years. 

These standards are meaningful not only for 
promotion software requirements, software 
design and software construction, but also for 
software testing, software maintenance, 
software configuration management and 
software engineering management. 

So, for improving software testing and for 
decreasing risk on all fields, there is 
classification of test techniques according to this 
Society, which is listed below. 

 Based on the software engineer’s 
intuition and experience: 

1. Ad hoc testing – Test cases are 
developed basing on the software 
engineer’s skills, intuition, and 
experience with similar programs; 

2. Exploratory testing – This testing is 
defined like simultaneous learning, 
which means that test are dynamically 
designed, executed, and modified. 

 Specification-based techniques: 
1. Equivalence partitioning; 
2. Boundary-value analysis; 
3. Decision table – Decision tables 

represent logical relationships between 
inputs and outputs (conditions and 
actions), so test cases represent every 
possible combination of inputs and 
outputs; 

4. Finite-state machine-based – Test 
cases are developed to cover states and 
transitions on it; 

5. Testing from formal specifications – 
The formal specifications (the 
specifications in a formal language) 
provide automatic derivation of 
functional test cases and a reference 
output for checking test results; 

6. Random testing – Random points are 
picked within the input domain which 
must be known, so test cases are based 
on random. 

 Code-based techniques: 
1. Control-flow-based criteria – 

Determine how to test logical 
expressions (decisions) in computer 
programs (see [19]). Decisions are 
considered as logical functions of 
elementary logical predicates 
(conditions) and combinations of 

conditions’ values are used as data for 
testing of decisions. The definition of 
every control-flow criteria includes a 
statement coverage requirement as a 
component part: every statement in the 
program has been executed at least 
once. Control–flow criteria are 
considered as program-based and 
useful for white-box testing. For control-
flow criteria, the objects of investigation 
have been relatively simple: Random 
Coverage, Decision Coverage (every 
decision in the program has taken all 
possible outcomes at least once), 
Condition Coverage (every condition in 
each decision has taken all possible 
outcomes at least once), 
Decision/Condition Coverage (every 
decision in the program has taken all 
possible outcomes at least once and 
every condition in each decision has 
taken all possible outcomes at least 
once) , etc.     

2. Data flow-based criteria 
3. Reference models for code-based 

testing – This means that the control 
structure of a program is graphically 
represented using a flow graph. 

 Fault-based techniques: 
1. Error guessing – Test cases are 

developed by software engineers trying 
to find out the most frequently faults in a 
given program. The history of faults 
discovered in earlier projects and the 
software engineer’s expertise are helpful 
in this situations; 

2. Mutation testing - A mutant is a 
modified version of the program under 
test. It is differing from the program by a 
syntactic change. Every test case 
exercises both the original and all 
generated mutants. Test cases are 
generating until enough mutants have 
been killed or test cases are developed 
to kill surviving mutants. 

 Usage-based techniques: 
1. Operational profile – From the 

observed test results, someone can 
infer the future reliability of the software; 

2. Software Reliability Engineered 
Testing. 

 Techniques based on the nature of the 
application: 
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1. Object-oriented testing – By this test 
technique we can find where the 
element under test does not perform as 
specified. Besides, the goal of this 
technique is to select, structure and 
organize the tests to find the errors as 
early as possible (see [25]). 

2. Component-based testing – Is based 
on the idea of creating test cases from 
highly reusable test components. A test 
component is a reusable and context-
independent test unit, providing test 
services through its contract-based 
interfaces. More about this test 
technique on: 
http://www.componentbasedtesting.org/
site/.   

3. Web-based testing – Is a computer-
based test delivered via the internet and 
written in the “language” of the internet, 
HTML and possibly enhanced by 
scripts. The test is located as a website 
on the tester’s server where it can be 
accessed by the test-taker’s computer, 
the client. The client’s browser software 
(e.g. Netscape Navigator, MS Internet 
Explorer) displays the test, the test-taker 
completes it, and if so desired sends 
his/her answers back to the server, from 
which the tester can download and 
score them (see [20]). 

4. GUI testing – Is the process of testing a 
product that uses a graphical user 
interface, to ensure it meets its written 
specifications (see [6]). 

5. Testing of concurrent programs;  
6. Protocol conformance testing – A 

protocol describes the rules with which 
computer systems have to comply in 
their communication with other 
computer systems in distributed 
systems (see [23]). Protocol 
conformance testing is a way to check 
conformance of protocol 
implementations with their 
corresponding protocol standards, and 
an important technology to assure 
successful interconnection and 
interoperability between different 
manufacturers (see [24]). Protocol 
conformance testing is mostly based on 
the standard ISO 9646: “Conformance 
Testing Methodology and Framework” 

[ISO 91]. However, this conventional 
method of standardization used for 
protocol conformance test, sometimes 
gives wrong test result because the test 
is based on static test sequences.    

7. Testing of real-time systems – More 
than one third of typical project 
resources are spent on testing 
embedded and real-time systems. Real-
time and embedded systems require 
that a special attention must be given to 
timing during testing. According to the 
[21], real-time testing is defined as 
evaluation of a system (or its 
components) at its normal operating 
frequency, speed or timing. But, it is 
actually a conformance testing, which 
goal is to check whether the behavior of 
the system under test is correct 
(conforming) to that of its specification 
(see [22]). Test cases can be generated 
offline or online. In the first case, the 
complete test scenarios and verdict are 
computed a-priori and before execution. 
The offline test generation is often 
based on a coverage criterion of the 
model, on a test purpose or a fault 
model. Online testing combines test 
generation and execution.   

8. Testing of safety-critical systems. 
 Selecting and combining techniques: 
1. Functional and structural; 
2. Deterministic vs. random - Test cases 

can be selected in a deterministic way 
or randomly drawn from some 
distribution of inputs, such as is in 
reliability testing. 

 

5. CONCLUSION 
Software testing is a component of software 

quality control (SQC). SQC means control the 
quality of software engineering products, which 
is conducting using tests of the software system 
(see [6]). These tests can be: unit tests (this 
testing checks each coded module for the 
presence of bugs), integration tests 
(interconnects sets of previously tested modules 
to ensure that the sets behave as well as they 
did as independently tested modules), or system 
tests (checks that the entire software system 
embedded in its actual hardware environment 
behaves according to the requirements 

http://www.componentbasedtesting.org/site/�
http://www.componentbasedtesting.org/site/�
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document). SQC also includes formal check of 
individual parts of code, and the review of 
requirements documents.  

SQC is different from software quality 
assurance (SQA), which means control the 
software engineering processes and methods 
that are used to ensure quality (see [6]). Control 
conduct by inspecting quality management 
system. One or more standards can be used for 
that. It is usually ISO 9000. SQA relates to the 
whole software development process, which 
includes the following events: software design, 
coding, source code control, code reviews, 
change management, configuration 
management, and release management. 

Finally, SQC is a control of products, and SQA 
is a control of processes.    

Eventual bugs and defects reduce application 
functionality, do not look vocational, and disturb 
company’s reputation. Thence, radically testing 
is very important to conduct. At that way, the 
defects can be discovered and repaired. Even if 
customers are dissatisfied with a product, they 
will never recommend that product, so product’s 
cost and its popularity at the market will 
decrease.    

Besides, customer testing is also very 
important to conduct. Through this process one 
can find out if application’s functions and 
characteristics correspond to customers, and 
what should be changed in application to 
accommodate it according to customer’s 
requests.  

Large losses can be avoided if timely testing 
and discovering bugs in initial phases of testing 
are conducting. Deficits are minor if the bugs are 
discovered by testing within the company, where 
developers can correct errors rather than if the 
bugs are discovered in the phase of customer 
testing, or when the application is started “live” 
in some other company or system for which the 
application is created. In that case, the losses 
can be enormous.    

Therefore software testing is greatly 
important, and test techniques too, because they 
have the aim to improve and make easier this 
process. 

There is considerable controversy between 
software testing writers and consultants about 
what is important in software testing and what 
constitutes responsible software testing. 

So, some of the major controversies include: 
 

 What constitutes responsible 
software testing? – Members of the 
“context-driven” school of testing believe 
that the “best practices” of software 
testing don’t exist, but that testing is a 
collection of skills which enable testers 
to chose or improve test practices 
proper for each unique situation. Others 
suppose that this outlook directly 
contradicts standards such as IEEE 829 
test documentation standard, and 
organizations such as Food and Drug 
Administration who promote them. 

 Agile vs. traditional – Agile testing is 
popular in commercial circles and 
military software providers. Some 
researchers think that testers should 
work under conditions of uncertainly and 
constant change, but others think that 
they should aim to at process “maturity”. 

 Exploratory vs. scripted – Some 
researchers believe that tests should be 
created at time when they are executed, 
but others believe that they should be 
designed beforehand. 

 Manual vs. automated – Propagators 
of agile development recommend 
complete automation of all test cases. 
Others believe that test automation is 
pretty expensive.  

 Software design vs. software 
implementation – The question is: 
Should testing be carried out only at the 
end or throughout the whole process? 

 Who watches the watchmen – Any 
form of observation is an interaction, so 
the act of testing can affect an object of 
testing.      
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